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Today’s objectives 

Define malicious security


Introduce notion of fairness


Introduce notion of abort


Prove a contrived protocol is secure in the 
malicious model
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Why malicious security is harder

x y

x
y

x ⊕ y x ⊕ y



4

Why malicious security is harder

x

x



5

Why malicious security is harder

x

x

The adversary is now an arbitrary program.

We cannot control its behavior, except by making 

clever use of cryptography.
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Why malicious security is harder
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ABORT!!
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Why malicious security is harder

x

x

We cannot force the adversary to respond

ABORT!!
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Fairness: “if one party receives 
output, then everyone does”

Guaranteed Output Delivery: “each 
party will obtain the output”
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Fairness: “if one party receives 
output, then everyone does”

Guaranteed Output Delivery: “each 
party will obtain the output”

Impossible (in general) without 
an honest majority
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Idea: One party will learn the output first. We 
cannot force this party to send the last message 
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Idea: One party will learn the output first. We 
cannot force this party to send the last message 

Our definition of malicious security 
will respect this impossibility
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Why malicious security is harder
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Why malicious security is harder
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…
What can go wrong?
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…
What can go wrong?

Send the wrong message
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…
What can go wrong?

Send the wrong message
Refuse to send a message
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…
What can go in terms of outcomes?
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…
What can go in terms of outcomes?

Cause honest party to output wrong answer

Learn too much information about other party’s input

Prevent honest party from learning output
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…
What can go in terms of outcomes?

Cause honest party to output wrong answer

Learn too much information about other party’s input

Prevent honest party from learning output



x y

x y

f(x, y) f(x, y)
Trusted 

Third Party

Semi-honest Security

Our definition of semi-honest security compares 
our real-world protocol to a (very simple) idealized 

protocol involving a trusted third party.

Malicious security is the same
24



Real

OutputSim
Bob(x, y) = { y, m0, m1, ... }

Ideal

ViewΠ
Bob(x, y) = { y, m0, m1, ... }

These should “look the same”
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SimulatorSemi-honest Security



Real Ideal

These interactions should “look the same”
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SimulatorMalicious Security



x Trusted 
Third Party

Malicious security ideal-world execution

y

x abort

27



x Trusted 
Third Party

Malicious security ideal-world execution

y

x continue, y′ 
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x Trusted 
Third Party

Malicious security ideal-world execution

y

x continue, y′ 

f(x, y′ )

29



x Trusted 
Third Party

Malicious security ideal-world execution

y

x continue, y′ 

f(x, y′ )

Why do we send output to adversary, and not honest party?
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x Trusted 
Third Party

Malicious security ideal-world execution

y

x continue, y′ 

f(x, y′ )

Why do we send output to adversary, and not honest party?

We need to model that any real-world protocol is necessarily unfair
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x Trusted 
Third Party

Malicious security ideal-world execution

y

x continue, y′ 

f(x, y′ )

abort
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x Trusted 
Third Party

Malicious security ideal-world execution

y

x continue, y′ 

f(x, y′ )

continuef(x, y′ )
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x Trusted 
Third Party

Malicious security ideal-world execution

y

x continue, y′ 

f(x, y′ )

continuef(x, y′ )

honest party outputs
f(x, y′ )
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x Trusted 
Third Party

Malicious security ideal-world execution

y

x continue, y′ 

f(x, y′ )

continuef(x, y′ )

honest party outputs
f(x, y′ )

adversary outputs… ?

35



x Trusted 
Third Party

Malicious security ideal-world execution

y

x continue, y′ 

f(x, y′ )

continuef(x, y′ )

honest party outputs
f(x, y′ )

adversary outputs… ?
whatever it wants
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Malicious Security

…
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…
A protocol  securely realizes a functionality  in the presence of 

a malicious adversary if for every real-world adversary  
corrupting party , there exists an ideal-world adversary  (a 

simulator) such that for all inputs  the following holds: 

Π f
𝒜

i 𝒮i
x, y

RealΠ𝒜(x, y) ≈ Idealf
𝒮i

(x, y)

Malicious Security
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…
A protocol  securely realizes a functionality  in the presence of 

a malicious adversary if for every real-world adversary  
corrupting party , there exists an ideal-world adversary  (a 

simulator) such that for all inputs  the following holds: 

Π f
𝒜

i 𝒮i
x, y

RealΠ𝒜(x, y) ≈ Idealf
𝒮i

(x, y)

Ensemble of outputs of each party

Malicious Security
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RealΠ𝒜(x, y) ≈ Idealf
𝒮i

(x, y)

Adversary  does whatever it wants and outputs whatever it wants…𝒜
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RealΠ𝒜(x, y) ≈ Idealf
𝒮i

(x, y)

Adversary  does whatever it wants and outputs whatever it wants…𝒜

How do we construct a simulator that outputs something indistinguishable?
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RealΠ𝒜(x, y) ≈ Idealf
𝒮i
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Adversary  does whatever it wants and outputs whatever it wants…𝒜

How do we construct a simulator that outputs something indistinguishable?
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… for every real-world adversary  …, 
there exists a simulator  …

𝒜
𝒮



RealΠ𝒜(x, y) ≈ Idealf
𝒮i

(x, y)

Adversary  does whatever it wants and outputs whatever it wants…𝒜

How do we construct a simulator that outputs something indistinguishable?
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Our simulator only needs to handle a specific, quantified 𝒜

… for every real-world adversary  …, 
there exists a simulator  …

𝒜
𝒮



RealΠ𝒜(x, y) ≈ Idealf
𝒮i

(x, y)

Adversary  does whatever it wants and outputs whatever it wants…𝒜

How do we construct a simulator that outputs something indistinguishable?
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… for every real-world adversary  …, 
there exists a simulator  …

𝒜
𝒮

Think of  as a program that  can call as 
many times as it would like
𝒜 𝒮

Our simulator only needs to handle a specific, quantified 𝒜
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x

x

Remark: Syntactic Convenience
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x

Remark: Syntactic Convenience
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x

x

Remark: Syntactic Convenience

If adversary’s message does not 
syntactically match the protocol, 

we treat that as an abort
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x

x

One big difference between semi-honest and malicious

The notion of “input” of the 
adversary becomes murky
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x

x

One big difference between semi-honest and malicious

The notion of “input” of the 
adversary becomes murky

Our malicious simulator will not be given 
direct access to the adversary’s “input”
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Typical Proof of Malicious Security

𝒮
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Typical Proof of Malicious Security

𝒮 𝒜
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Typical Proof of Malicious Security

𝒮

𝒜

 tricks  into thinking it is in 
the real-world protocol

𝒮 𝒜

… and then outputs 
whatever  outputs𝒜
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Typical Proof of Malicious Security

𝒮

 tricks  into thinking it is in 
the real-world protocol

𝒮 𝒜

… and then outputs 
whatever  outputs𝒜

𝒜
What does this have to do with 

preventing attacks?
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Typical Proof of Malicious Security

𝒮

 tricks  into thinking it is in 
the real-world protocol

𝒮 𝒜

… and then outputs 
whatever  outputs𝒜

𝒜

Intuition: It is only possible for  to 
deceive  if the protocol restricts 

’s behavior in certain ways

𝒮
𝒜

𝒜

What does this have to do with 
preventing attacks?



Today’s objectives 

Define malicious security


Introduce notion of fairness


Introduce notion of abort


Prove a contrived protocol is secure in the 
malicious model


